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Abstract—Arabic Natural Language Processing (ANLP) has known an important development during the last decade. Nowadays, several ANLP tools are already developed such as morphological analyzers. These analyzers are often used in more advanced applications such as syntactic parsers, search engines, machine translation systems, etc. However, the choice of a morphological analyzer to use, among others, can be difficult for researchers if they ignore its metrics. In this article, we present the challenges of the benchmark of Arabic morphological analyzers. We present also our solution developed in Java, which allows the benchmark by returning the most common metrics, namely the accuracy, precision, F-measure and execution time. This solution has the advantage of being cross-platform, flexible and allows to be extended to cover new morphological analyzers to compare.
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I. INTRODUCTION

The digital world is experiencing a quick and continuous growth in terms of Arabic content (texts, videos, images etc.) From 2000 until 2011, this content has known a large growth estimated by 2501% [1]. Therefore, the processing of this content requires the development of appropriate tools dedicated to Arabic Natural Language Processing (ANLP). Nowadays, many tools for ANLP are already developed, such as syntactic parsers [2], search engines [3], machine translation systems [4], etc. Most of these tools rely on morphological analyzers to define the structure of words [5,6]. Such analyzers are primarily concerned by the decomposition of words into morphemes and by associating to each morpheme morphological information such as the stem, root, POS (Part Of Speech), affixes, etc. Among these analyzers we find BAMA [7,8], MADA+Tokan [9] and Alkhalil [10,11]. For example, the word «هيل» (‘OHsb’) may be analysed to output the following morphological information: stem = "ه", pattern = "", prefix="", root = "ه", shape = "أ."

Given its importance, it is essential for a researcher in ANLP to make an optimal choice when selecting a morphological analyzer to use in his research project. The solution generally used by researchers in ANLP is to develop specific programs to compare two given morphological analyzers using a given corpus also. For example, Sawalha and Atwell have proposed a program [12] to evaluate the results of Khooja stemmer [13], BAMA [7] and a root extractor [14]. However, developing such program which is not dynamic and extensible causes several problems of reusability, because it will be often modified and adapted to cover a new analyzer to compare or a new evaluation corpus to use. To overcome this, generic solutions have emerged such as U-Compare [15] but they don’t concern Arabic language. This means the development of a generic tool for the benchmark of Arabic morphological analyzers must be done. Thus, our effort is an initiative to fill this gap. It is in our view an efficient way to optimize efforts, collaboration and accelerating developments in the field.

Furthermore, note that when evaluating a morphological analyzer, researchers use metrics related to accuracy of results. However, current Arabic language volume available on the Internet became that large, that it is difficult to deal with using morphological analyzers that do not optimize their execution time. It becomes then essential, when comparing analyzers, to take into account not only the metrics related to the results but also the execution time.

Thus, our objective is to provide an opportunity for researchers to benchmark Arabic morphological analyzers. We have developed a generic solution that compares the results returned by each analyzer according to a corpus that is annotated and manually checked by linguists, and calculates also the execution time of each one of them. This benchmark is used to check the accuracy and recall of results and also to compare analyzers against each other based on their execution time.

To give concrete examples of using our solution of the benchmark, we selected the two most used morphological analyzers in ANLP community, namely BAMA and Alkhalil. They are free and open source and they will serve as example throughout this article. It should be noted that our solution is not limited to the comparison of these two analyzers. Any other
analyzer may be compared using the same tool without any changes.

The rest of the paper is organized as follows. The next section presents BAMA and Alkhalil and the used evaluation corpus. In section 3, we show the challenges of the benchmark of Arabic morphological analyzers. In Section 4, we present our approach to develop our solution. The details of the development of this solution are then presented in Section 5. In Section 6, we present the experiments and results of the benchmark of BAMA and Alkhalil. We present the flexibility of our solution in Section 7. And finally a conclusion in section 8.

II. TWO MORPHOLOGICAL ANALYZERS AND ONE EVALUATION CORPUS

A. Presentation of two morphological analyzers

BAMA: Is a morphological analyzer for Arabic coded with Perl by Tim Buckwalter [7]. BAMA uses three components in order to analyze a text: the lexicon, the compatibility tables and the analysis engine. Since we target portability, we used AraMorph [16] which is a Java version of BAMA.

Alkhalil: Is a morphological analyzer for Arabic written in Java [17]. This analyzer identifies all possible solutions of a word and establishes a list of morphological features of these solutions (type, pattern, root, POS ...). The output can be either in HTML or CSV formats.

B. Presentation of the evaluation corpus

In order to perform the benchmark process, the results returned by a morphological analyzer must be compared to results of an annotated corpus. This corpus should be verified manually by linguists to maximize its precision. We selected the « Gold Standard of Arabic » [18] as our evaluation corpus. It is considered by its authors as a standard for the evaluation of Arabic morphological analyzers, because it contains an important number of information relevant to the morphology such as stem, root, affixes, POS, etc. It consists of the chapter number 29 of the holy Qur’an, « sourhat Al-ankaboot ». This corpus contains 976 words (575 unique words without diacritics) which are analyzed according to their context, annotated and checked by Arabic linguists.

III. THE MORPHOLOGICAL ANALYZERS BENCHMARK CHALLENGES

Comparing the results of the two morphological analyzers (BAMA and Alkhalil) using the selected evaluation corpus highlights several challenges that we must overcome:

Challenge 1 - Heterogeneity of the form and format: Each of the two morphological analyzers has its own internal structure, its own form/format of output and its own execution environment. For example, the output of BAMA is in the form of text file, while the output of Alkhalil is in the form of HTML/CSV file. Thus, a solution must be considered so that both analyzers share the same characteristics, in order to make the comparison easier.

Challenge 2 - Different numbers of analyzers: It should be noted that the evaluation corpus that we have selected is annotated according to word contexts. Thus, each word has only one analysis with several known tags set such as root, prefix, suffix, stem etc. However, the two morphological analyzers we selected do not take into account the context of the word while analyzing. As a result, the number of analysis of each word will be different from one morphological analyzer to another. For example, for the word « ولیعمن » ('Olsh'), Alkhalil returns 49 possible analysis while BAMA returns only 3. In such case, the challenge is how to compare the set of analysis of each word in the morphological analyzer result according to the single appropriate analysis in the evaluation corpus and how to be fair concerning this comparison.

Challenge 3 - Different tags used: There is a big difference in the tags set used either in the evaluation corpus or in the morphological analyzers results. For example, the pattern and the root for each analysis are mentioned in both Alkhalil results and the evaluation corpus, but not in BAMA results. According to the evaluation corpus tags set, it will not be fair to evaluate BAMA’s results according to the root, otherwise, all of BAMA’s results will be considered as wrong. In such case, we should find a compromise between the different tags set, in order to take into account only those that are returned by the morphological analyzer and which are present in the evaluation annotated corpus.

Challenge 4 - Several presentations of data: Because there is also no standard form of morphological analyzers outputs, the comparison of these results becomes a challenging task. For example, Alkhalil returns a concatenated presentation of prefix for some words, while this same prefix is separated into letters in the evaluation annotated corpus. For example for the word « ولیعمن », Alkhalil returns a prefix containing two units, namely: « » + « » while this same prefix is decomposed into three units inside the evaluation corpus, namely: « » + « » + « ». Thus, the challenge here is to find a solution to avoid penalizing an analyzer having a concatenated prefix, because it is correct in the two cases presented. To overcome this, one solution is to concatenate the prefix into a single unit either in analyzer results or in the evaluation corpus, in this way the prefix shown above will have the same following structure « ».

Challenge 5 - Presence of diacritics: Alkhalil returns elements without diacritics while they are present in the evaluation annotated corpus. For example, for the word « », Alkhalil returns the stem "" without diacritics, whereas in the evaluation corpus we find the stem "" with diacritics. Thus, these diacritics are removed for some elements such as the stem and the prefix/suffix, in order to make comparison possible.

IV. OUR APPROACH: USING SAFAR PLATFORM

We decided to integrate our benchmark solution into the SAFAR platform[19,20,21,22]. Indeed, SAFAR (Software Architecture For Arabic language pRocessing) is an integrated platform dedicated to ANLP written in Java. It is cross platform, modular, extensible, flexible and provides an integrated development environment (IDE).
As specified in Fig. 1, SAFAR has several layers. The utilities layer includes a set of technical services, the resources layer provides services for consulting language resources such as lexicon, the basic layer contains the three regular layers (morphology, syntax and semantics), the application layer contains high-level applications that use the layers listed above, and finally the client applications layer which interacts with all other layers providing to users web applications, web services, etc.

Our solution of the benchmark is integrated in the utilities layer of SAFAR. This solution could be reused in any other layer of the platform without any modification. In addition, the dynamic aspect of SAFAR makes this tool capable to be integrated into any other Java project. It should also be noted that the characteristics of SAFAR allow easy integration of new morphological analyzers to compare and new evaluation corpus to use. Thus, an ANLP researcher will be able to either use directly our benchmark tool that takes into account several analyzers by default, or easily integrate the new analyzer within SAFAR in order to be compared to others via the same tool. Thus, the technical characteristics of SAFAR meet the objective of genericity and reusability of our benchmark.

V. DEVELOPING THE BENCHMARK SOLUTION

In order to develop our solution of benchmarking, we have divided our work into several phases:

Phase 1 - Integration: This step, consisting of integrating the two morphological analyzers, has been done previously when constructing the morphological layer [21] of SAFAR. This integration allowed us to master the output format of any integrated morphological analyzer. In addition, this output format is standardized according to the standard format proposed by Alecso [23] that we consider to be more compatible with the rules of the Arabic language. Thus, we guarantee that all results have the same structure (Fig. 2) and then it will be easy to compare them. Via this integration, we answer the challenge number 1 concerning the heterogeneity of the form and format of the morphological analyzers outputs.

The Fig. 2 shows the XML output of SAFAR concerning the results of the integrated morphological analyzers. This XML file contains all the analyzes of one or more words in the input text. Each of the analyzes contains a set of tags such as root, stem, prefix, suffix, etc. For example, for the word « ﻣَﻠْكِ » without diacritics, Alkhalil returns 49 possible analyzes, the Fig. 2 shows precisely the analysis with the id number 1 and which has tags such as: vowed = " " (which represents the word with diacritics), stem = " " , pattern = " " , root = " " , etc.

Phase 2 - Transformation: Because it’s difficult to compare two different structures of information, we have transformed the xml file of the evaluation annotated corpus into another xml file in order to match the standard format of Alecso. This is essential to ensure data consistency. The xml file resulting from this transformation will be used in Phase 3. It should also be noted that this file is now part of the resources of SAFAR platform.

Phase 3 – Development of the Benchmark utility: Once all morphological analyzers and evaluation corpus are integrated in SAFAR and have the same structure of results, we have developed a Java utility that compares the results returned by the morphological analyzers against those of the evaluation corpus. This utility does the Benchmark in four steps (Fig. 3).

In step 0, the utility converts the file resulting of the previous phase2, which actually represents the evaluation corpus, into memory objects according to SAFAR API. We opted for the use of memory objects instead of output files in order to be faster when benchmarking. In step 1, each morphological analyzer processes the input text of the evaluation corpus. The results of each morphological analyzer are then retrieved as memory objects in step 2 and the results of each morphological analyzer with those of the evaluation annotated corpus. Thus, for a given word, it is enough for the morphological analyzer to return a single correct analysis to be considered as a good result for such a word, which answers to the challenge number 2 concerning the different number of analyzes.
Phase 4 – Metrics: The last phase of the benchmark is to return a list of metrics on which researchers can rely to measure the performance of a given morphological analyzer. To measure this performance, we use the usual metrics\(^1\) for this kind of benchmark as follows: the precision, recall, accuracy, and F-measure. Table 1 lists the set of metrics that we return.

### VI. Experiments and Results

The two morphological analyzers (BAMA and Alkhalil) have been compared using the Gold Standard of Arabic as evaluation corpus. Here are the results of this comparison:

### Table 2. Common metrics of comparing BAMA and Alkhalil using the Gold Standard of Arabic as Evaluation corpus

<table>
<thead>
<tr>
<th>Common metrics</th>
<th>BAMA</th>
<th>Alkhalil</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total analyzed words</td>
<td>543</td>
<td>546</td>
</tr>
<tr>
<td>Total words not analyzed</td>
<td>32</td>
<td>29</td>
</tr>
<tr>
<td>Execution time</td>
<td>8.977 s</td>
<td>68.791 s</td>
</tr>
</tbody>
</table>

\(^1\)http://fr.wikipedia.org/wiki/Pr%C3%A9cision_et_rappel

Table 2 presents the global common metrics for the morphological analyzers after the benchmark, namely: the number of analyzed words, the number of words not analyzed as well as the execution time of each one. As indicated in the table, BAMA and Alkhalil analyze the majority of words in the evaluation corpus, they reach respectively 543 and 546 of the analyzed words. This means that they are nearly equal on this point, it only remains to check the reliability of their results. However, they have a large difference in terms of execution time. BAMA completes the analysis in 8.9 seconds while Alkhalil takes 68.7 seconds before completing. This means that in the context of Big Data, it will be preferred to use BAMA instead of Alkhalil since the execution time is a critical metric. It should also be noted that these experiments were performed on a computer having the following characteristics: CPU = Core 2 Duo @2.13 GHZ, RAM = 4 GO, Operating System = Win7, 32bits.

### Table III. Results of Comparing BAMA and Alkhalil Using the Gold Standard of Arabic as Evaluation Corpus

<table>
<thead>
<tr>
<th>Evaluation according to</th>
<th>Metrics</th>
<th>BAMA</th>
<th>Alkhalil</th>
</tr>
</thead>
<tbody>
<tr>
<td>Root</td>
<td>N correct analysis</td>
<td>Not returned</td>
<td>431</td>
</tr>
<tr>
<td></td>
<td>N incorrect analysis</td>
<td>Not returned</td>
<td>115</td>
</tr>
<tr>
<td></td>
<td>Precision</td>
<td>Not returned</td>
<td>78.94%</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>Not returned</td>
<td>74.96%</td>
</tr>
<tr>
<td></td>
<td>Accuracy</td>
<td>Not returned</td>
<td>74.96%</td>
</tr>
<tr>
<td></td>
<td>F-measure</td>
<td>Not returned</td>
<td>76.9%</td>
</tr>
<tr>
<td>Stem</td>
<td>N correct analysis</td>
<td>475</td>
<td>313</td>
</tr>
<tr>
<td></td>
<td>N incorrect analysis</td>
<td>68</td>
<td>233</td>
</tr>
<tr>
<td></td>
<td>Precision</td>
<td>87.48%</td>
<td>57.33%</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>82.61%</td>
<td>54.43%</td>
</tr>
<tr>
<td></td>
<td>Accuracy</td>
<td>82.61%</td>
<td>54.43%</td>
</tr>
<tr>
<td></td>
<td>F-measure</td>
<td>84.97%</td>
<td>55.84%</td>
</tr>
<tr>
<td>Pattern</td>
<td>N correct analysis</td>
<td>Not returned</td>
<td>209</td>
</tr>
<tr>
<td></td>
<td>N incorrect analysis</td>
<td>Not returned</td>
<td>337</td>
</tr>
<tr>
<td></td>
<td>Precision</td>
<td>Not returned</td>
<td>38.28%</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>Not returned</td>
<td>36.35%</td>
</tr>
<tr>
<td></td>
<td>Accuracy</td>
<td>Not returned</td>
<td>36.35%</td>
</tr>
<tr>
<td></td>
<td>F-measure</td>
<td>Not returned</td>
<td>37.29%</td>
</tr>
<tr>
<td>POS</td>
<td>N correct analysis</td>
<td>517</td>
<td>528</td>
</tr>
<tr>
<td></td>
<td>N incorrect analysis</td>
<td>26</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>Precision</td>
<td>95.21%</td>
<td>96.7%</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>89.91%</td>
<td>91.83%</td>
</tr>
<tr>
<td></td>
<td>Accuracy</td>
<td>89.91%</td>
<td>91.83%</td>
</tr>
<tr>
<td></td>
<td>F-measure</td>
<td>92.49%</td>
<td>94.2%</td>
</tr>
<tr>
<td>Lemma</td>
<td>N correct analysis</td>
<td>376</td>
<td>Not returned</td>
</tr>
<tr>
<td></td>
<td>N incorrect analysis</td>
<td>167</td>
<td>Not returned</td>
</tr>
<tr>
<td></td>
<td>Precision</td>
<td>69.24%</td>
<td>Not returned</td>
</tr>
<tr>
<td></td>
<td>Recall</td>
<td>65.39%</td>
<td>Not returned</td>
</tr>
<tr>
<td></td>
<td>Accuracy</td>
<td>65.39%</td>
<td>Not returned</td>
</tr>
<tr>
<td></td>
<td>F-measure</td>
<td>67.26%</td>
<td>Not returned</td>
</tr>
</tbody>
</table>

The experiments of Table 3 concern the specific metrics of the two morphological analyzers BAMA and Alkhalil. We ran

![Diagram of benchmark solution](image)
each analyzer using the evaluation corpus as input and we compared the results each time according to a collection of tags, namely the root, the stem, the pattern, the POS, and the lemma. This answers the challenge number 3 concerning the different tags used. This list is not exhaustive of course, but it represents the common tags that often appear in the results of morphological analyzers.

It should be noted that before analyzing a text, Alkhalil deletes duplicated words, while BAMA does not. In order to be fair while experimenting, we deleted duplicated words from the evaluation corpus used. Thus, the two morphological analyzers will have to deal with the same number of unique words.

The results show that Alkhalil extracts most of the roots from the evaluation corpus, it achieves 78.94% and 74.96% of precision and accuracy respectively, while BAMA does not return roots. On the other side, BAMA is a good stemmer compared to Alkhalil, it achieves 87.48% and 82.61% of precision and accuracy respectively. For the pattern, Alkhalil reach only 38.28% et 36.35% of precision and accuracy respectively while BAMA does not return this tag. Concerning the POS, both of BAMA and Alkhalil achieve good rates for all the metrics. Finally, BAMA extract most lemmas, it reaches 69.24% et 65.39% of precision and accuracy respectively, while Alkhalil does not return it.

VII. FLEXIBILITY OF OUR SOLUTION

The benchmark of morphological analyzers inside SAFAR is not limited to BAMA and Alkhalil. Every morphological analyzer can be integrated in the platform and be compared via the same utility. Thereby, there are no changes to make on the benchmark utility side, only integration of new analyzers is necessary. In addition, any other annotated corpus can be integrated also in SAFAR platform and be used as an evaluation corpus. Thus, end users will have a large choice of morphological analyzers to compare and evaluation corpora to use. In addition to that, we offer two possible solutions to use our benchmark solution:

Developers solution: By including the jar2 of SAFAR in any Java project. Once this is done, the benchmark utility can be executed using some few lines of code (Fig. 5).

At line 13, the list of morphological analyzers to compare is established. This list is then filled in lines 14 and 15 by the two morphological analyzers BAMA and Alkhalil. The benchmark tool is executed in lines 18 and 19, it takes as parameters the list of analyzers to compare and the evaluation corpus to use. At lines 21, 22 and 23, the results are displayed as a final step by iterating over all results. Thus, the benchmark tool can be executed in a few lines of code regardless the number of analyzers to compare and the evaluation corpus to use. For example, if we want to add a new analyzer named A3 to the list of analyzers to compare, only one line should be added to the code after line 15, namely:

```java
listAnalyzersImplNames.add(Analyzer.A3);
```

Similarly, if we want to change the evaluation corpus in order to use another that is named CORPUS2, only the line 19 should be changed by setting «Corpus.CORPUS2» instead of «Corpus.GOLD_STANDARD_OF_ARABIC ».

Web solution: The benchmark solution can be also executed using the web application (Fig 4). This solution can be used either by developers or linguists without writing any line of code. More information and documentation about the use of the tool of the benchmark can be found in the examples on the website 4.

<table>
<thead>
<tr>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>About Corupus</td>
</tr>
<tr>
<td>Total Unique Corpus Words</td>
</tr>
<tr>
<td>Benchmark Results</td>
</tr>
<tr>
<td>Total Analyzed Words</td>
</tr>
<tr>
<td>Total Correct Analyses</td>
</tr>
<tr>
<td>Total Incorrect Analyses</td>
</tr>
<tr>
<td>Total Not Analyzed Words</td>
</tr>
<tr>
<td>Metrics</td>
</tr>
<tr>
<td>Precision</td>
</tr>
<tr>
<td>Recall</td>
</tr>
<tr>
<td>Accuracy</td>
</tr>
<tr>
<td>Γ-measure</td>
</tr>
<tr>
<td>Execution Time</td>
</tr>
</tbody>
</table>

**FIG IV. RESULTS OF THE BENCHMARK OF BAMA AND ALKHALIL BASED ON THE POS AND USING THE WEB SOLUTION**

VIII. CONCLUSION

In this paper, we presented a solution for benchmarking Arabic morphological analyzers. We outlined some challenges to take into account when developing a system for comparing Arabic analyzers. Then we presented our general solution written in Java to solve this problem. This solution is integrated in the Software Architecture For Arabic language pProcessing (SAFAR) platform. This integration allows more flexibility and interoperability. We selected two Arabic morphological analyzers (BAMA and Alkhalil) in order to compare their results and give an example of the use of this solution. The evaluation corpus we used to perform this task is the Gold Standard of Arabic; it consists of the chapter number 29 of the Qur’an, « sourhat Al-ankaboot ». This chapter contains 976 words, 575 of them are unique words.

As future work, we plan to deal with new morphological analyzers by integrating them into SAFAR platform, and also new evaluation corpora. Thus, end users will have a large choice of morphological analyzers to compare and evaluation corpora to use.

Finally, to further refine the benchmark process, other metrics will also be taken into account such as the complexity of the analysis algorithms and the richness of information returned by the morphological analyzers (tags returned and not returned).

public abstract class DaemonTask {

    public static void main(String[] args) {
        // prepare the list of morphological analyzers to be compared
        List<String> listAnalyzersImplNames = new ArrayList<String>();
        listAnalyzersImplNames.add(new Analyzer.BUCKWALTER);

        // compare the list of morphological analyzers using an evaluation corpus
        List<MorphologyAnalyzerMetrics> results = new MorphologyAnalyzerBenchmark().compare(listAnalyzersImplNames, Corpus.GOLD STANDARD OF ARABIC);

        // print the results of benchmark
        for (List<String> list = 0; list < results.size(); list++) {
            System.out.println(listAnalyzersImplNames.get(0));
        }
    }
}
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